4.4 CURVE SKETCHING

EXAMPLE A Sketch the graph of \( f(x) = \frac{x^2}{\sqrt{x + 1}} \).

A. Domain is \( \{ x \mid x + 1 > 0 \} = \{ x \mid x > -1 \} = (-1, \infty) \)

B. The x- and y-intercepts are both 0.

C. Symmetry: None

D. Since \( \lim_{x \to -1^+} \frac{x^2}{\sqrt{x + 1}} = \infty \),

there is no horizontal asymptote. Since \( \sqrt{x + 1} \to 0 \) as \( x \to -1^+ \) and \( f(x) \) is always positive, we have

\[ \lim_{x \to -1^+} \frac{x^2}{\sqrt{x + 1}} = \infty \]

and so the line \( x = -1 \) is a vertical asymptote.

E. \( f'(x) = \frac{2x\sqrt{x + 1} - x^2 \cdot 1/(2\sqrt{x + 1})}{x + 1} = \frac{x(3x + 4)}{2(x + 1)^{3/2}} \)

We see that \( f'(x) = 0 \) when \( x = 0 \) (notice that \( -\frac{1}{2} \) is not in the domain of \( f \)), so

the only critical number is 0. Since \( f'(x) < 0 \) when \( -1 < x < 0 \) and \( f'(x) > 0 \)

when \( x > 0 \), \( f \) is decreasing on \((-1, 0)\) and increasing on \((0, \infty)\).

F. Since \( f'(0) = 0 \) and \( f' \) changes from negative to positive at 0, \( f(0) = 0 \) is a local

(and absolute) minimum by the First Derivative Test.

G. \( f''(x) = \frac{2(x + 1)^{3/2}(6x + 4) - (3x^2 + 4x)3(x + 1)^{1/2}}{4(x + 1)^3} = \frac{3x^2 + 8x + 8}{4(x + 1)^{3/2}} \)

Note that the denominator is always positive. The numerator is the quadratic

\( 3x^2 + 8x + 8 \), which is always positive because its discriminant is

\( b^2 - 4ac = -32 \), which is negative, and the coefficient of \( x^2 \) is positive. Thus,

\( f''(x) > 0 \) for all \( x \) in the domain of \( f \), which means that \( f \) is concave upward on

\((-1, \infty)\) and there is no point of inflection.

H. The curve is sketched in Figure 1.

EXAMPLE B Sketch the graph of \( y = \ln(4 - x^2) \).

A. The domain is

\( \{ x \mid 4 - x^2 > 0 \} = \{ x \mid x^2 < 4 \} = \{ x \mid |x| < 2 \} = (-2, 2) \)

B. The y-intercept is \( f(0) = \ln 4 \). To find the x-intercept we set

\( y = \ln(4 - x^2) = 0 \)

We know that \( \ln 1 = \log_1 1 = 0 \) (since \( e^0 = 1 \)), so we have

\( 4 - x^2 = 1 \Rightarrow x^2 = 3 \) and therefore the x-intercepts are \( \pm \sqrt{3} \).

C. Since \( f(-x) = f(x) \), \( f \) is even and the curve is symmetric about the y-axis.

D. We look for vertical asymptotes at the endpoints of the domain. Since

\( 4 - x^2 \to 0^+ \) as \( x \to 2^+ \) and also as \( x \to -2^- \), we have

\[ \lim_{x \to 2^+} \ln(4 - x^2) = -\infty \quad \lim_{x \to -2^-} \ln(4 - x^2) = -\infty \]

Thus the lines \( x = 2 \) and \( x = -2 \) are vertical asymptotes.
E. \[ f'(x) = \frac{-2x}{4 - x^2} \]
Since \( f'(x) > 0 \) when \(-2 < x < 0 \) and \( f'(x) < 0 \) when \( 0 < x < 2 \), \( f \) is increasing on \((-2, 0)\) and decreasing on \((0, 2)\).

F. The only critical number is \( x = 0 \). Since \( f' \) changes from positive to negative at \( 0 \), \( f(0) = \ln 4 \) is a local maximum by the First Derivative Test.

G. \[ f''(x) = \frac{(4 - x^2)(-2) + 2x(-2x)}{(4 - x^2)^2} = \frac{-8 - 2x^2}{(4 - x^2)^2} \]
Since \( f''(x) < 0 \) for all \( x \), the curve is concave downward on \((-2, 2)\) and has no inflection point.

H. Using this information, we sketch the curve in Figure 2.

\section*{EXAMPLE C}

Draw the graph of the function
\[ f(x) = \frac{x^2 + 7x + 3}{x^2} \]
in a viewing rectangle that contains all the important features of the function. Estimate the maximum and minimum values and the intervals of concavity. Then use calculus to find these quantities exactly.

\textbf{SOLUTION} Figure 3, produced by a computer with automatic scaling, is a disaster. Some graphing calculators use \([-10, 10]\) by \([-10, 10]\) as the default viewing rectangle, so let’s try it. We get the graph shown in Figure 4; it’s a major improvement.

The \( y \)-axis appears to be a vertical asymptote and indeed it is because
\[ \lim_{x \to 0} \frac{x^2 + 7x + 3}{x^2} = \infty \]

Figure 4 also allows us to estimate the \( x \)-intercepts: about \(-0.5 \) and \(-6.5 \). The exact values are obtained by using the quadratic formula to solve the equation \( x^2 + 7x + 3 = 0 \); we get \( x = (-7 \pm \sqrt{37})/2 \).

To get a better look at horizontal asymptotes, we change to the viewing rectangle \([-20, 20]\) by \([-5, 10]\) in Figure 5. It appears that \( y = 1 \) is the horizontal asymptote and this is easily confirmed:
\[ \lim_{x \to \pm \infty} \frac{x^2 + 7x + 3}{x^2} = \lim_{x \to \pm \infty} \left( 1 + \frac{7}{x} + \frac{3}{x^2} \right) = 1 \]
To estimate the minimum value we zoom in to the viewing rectangle \([-3, 0]\) by \([-4, 2]\) in Figure 6. The cursor indicates that the absolute minimum value is about \(-3.1\) when \(x = -0.9\), and we see that the function decreases on \((-\infty, -0.9)\) and increases on \((-0.9, 0)\). The exact values are obtained by differentiating:

\[
f'(x) = -\frac{7}{x^2} - \frac{6}{x^3} = -\frac{7x + 6}{x^3}
\]

This shows that \(f'(x) > 0\) when \(-\frac{6}{7} < x < 0\) and \(f'(x) < 0\) when \(x < -\frac{6}{7}\) and when \(x > 0\). The exact minimum value is \(f\left(-\frac{6}{7}\right) = \frac{17}{12} \approx -3.08\).

Figure 6 also shows that an inflection point occurs somewhere between \(x = -1\) and \(x = -2\). We could estimate it much more accurately using the graph of the second derivative, but in this case it’s just as easy to find exact values. Since

\[
f''(x) = \frac{14}{x^3} + \frac{18}{x^4} = \frac{2(7x + 9)}{x^4}
\]

we see that \(f''(x) > 0\) when \(x > -\frac{9}{7} (x \neq 0)\). So \(f\) is concave upward on \((-\frac{9}{7}, 0)\) and \((0, \infty)\) and concave downward on \((-\infty, -\frac{9}{7})\). The inflection point is \((-\frac{9}{7}, -\frac{17}{12})\).

The analysis using the first two derivatives shows that Figure 5 displays all the major aspects of the curve.

**Example D** Graph the function \(f(x) = \frac{x^3(x + 1)^3}{(x - 2)^2(x - 4)^4}\).

**Solution** Drawing on our experience with a rational function in Example C, let’s start by graphing \(f\) in the viewing rectangle \([-10, 10]\) by \([-10, 10]\). From Figure 7 we have the feeling that we are going to have to zoom in to see some finer detail and also zoom out to see the larger picture. But, as a guide to intelligent zooming, let’s first take a close look at the expression for \(f(x)\). Because of the factors \((x - 2)^2\) and \((x - 4)^4\) in the denominator, we expect \(x = 2\) and \(x = 4\) to be the vertical asymptotes. Indeed

\[
\lim_{x \to 2} \frac{x^3(x + 1)^3}{(x - 2)^2(x - 4)^4} = \infty \quad \text{and} \quad \lim_{x \to 4} \frac{x^3(x + 1)^3}{(x - 2)^2(x - 4)^4} = \infty
\]

To find the horizontal asymptotes we divide numerator and denominator by \(x^6\):

\[
\frac{x^3(x + 1)^3}{(x - 2)^2(x - 4)^4} = \frac{\frac{x^2}{x^3} \cdot \frac{(x + 1)^3}{x^3}}{\frac{(x - 2)^2}{x^2} \cdot \frac{(x - 4)^4}{x^4}} = \frac{\frac{1}{x} \left(1 + \frac{1}{x}\right)^3}{\left(1 - \frac{2}{x}\right)^2 \left(1 - \frac{4}{x}\right)^4}
\]

This shows that \(f(x) \to 0\) as \(x \to \pm \infty\), so the \(x\)-axis is a horizontal asymptote.

It is also very useful to consider the behavior of the graph near the \(x\)-intercepts. Since \(x^2\) is positive, \(f(x)\) does not change sign at 0 and so its graph doesn’t cross the \(x\)-axis at 0. But, because of the factor \((x + 1)^3\), the graph does cross the \(x\)-axis at \(-1\) and has a horizontal tangent there. Putting all this information together, but without using derivatives, we see that the curve has to look something like the one in Figure 8.
Now that we know what to look for, we zoom in (several times) to produce the graphs in Figures 9 and 10 and zoom out (several times) to get Figure 11.

We can read from these graphs that the absolute minimum is about −0.02 and occurs when $x \approx −20$. There is also a local maximum $\approx 0.00002$ when $x \approx −0.3$ and a local minimum $\approx 211$ when $x \approx 2.5$. These graphs also show three inflection points near $−35$, $−5$, and $−1$ and two between $−1$ and $0$. To estimate the inflection points closely we would need to graph $f''$, but to compute $f''$ by hand is an unreasonable chore. If you have a computer algebra system, then it’s easy to do.

We have seen that, for this particular function, three graphs (Figures 9, 10, and 11) are necessary to convey all the useful information. The only way to display all these features of the function on a single graph is to draw it by hand. Despite the exaggerations and distortions, Figure 8 does manage to summarize the essential nature of the function.

**EXAMPLE E** Graph the function $f(x) = \sin(x + \sin x)$. For $0 \leq x \leq \pi$, estimate all maximum and minimum values, intervals of increase and decrease, and inflection points.

**SOLUTION** We first note that $f$ is periodic with period $2\pi$. Also, $f$ is odd and $|f(x)| \leq 1$ for all $x$. So the choice of a viewing rectangle is not a problem for this function: We start with $[0, \pi]$ by $[-1.1, 1.1]$. (See Figure 12.)

It appears that there are three local maximum values and two local minimum values in that window. To confirm this and locate them more accurately, we calculate that

$$f'(x) = \cos(x + \sin x) \cdot (1 + 2 \cos x)$$

and graph both $f$ and $f'$ in Figure 13. Using zoom-in and the First Derivative Test, we find the following approximate values.

- Intervals of increase: $\ (0, 0.6), \ (1.0, 1.6), \ (2.1, 2.5)$
- Intervals of decrease: $\ (0.6, 1.0), \ (1.6, 2.1), \ (2.5, \pi)$
- Local maximum values: $f(0.6) \approx 1, \ f(1.6) \approx 1, \ f(2.5) \approx 1$
- Local minimum values: $f(1.0) \approx 0.94, \ f(2.1) \approx 0.94$

The family of functions $f(x) = \sin(x + \sin cx)$ where $c$ is a constant, occurs in applications to frequency modulation (FM) synthesis. A sine wave is modulated by a wave with a different frequency ($\sin cx$). The case where $c = 2$ is studied in Example E.
The second derivative is

\[ f''(x) = -(1 + 2 \cos 2x)^2 \sin(x + \sin 2x) - 4 \sin 2x \cos(x + \sin 2x) \]

Graphing both \( f \) and \( f'' \) in Figure 14, we obtain the following approximate values:

- Concave upward on: \((0, 1.3), (1.8, 2.3)\)
- Concave downward on: \((0, 0.8), (1.3, 1.8), (2.3, \pi)\)
- Inflection points: \((0, 0), (0.8, 0.97), (1.3, 0.97), (1.8, 0.97), (2.3, 0.97)\)

Having checked that Figure 12 does indeed represent \( f \) accurately for \( 0 \leq x \leq \pi \), we can state that the extended graph in Figure 15 represents \( f \) accurately for \(-2\pi \leq x \leq 2\pi\).

**EXAMPLE F** How does the graph of \( f(x) = 1/(x^2 + 2x + c) \) vary as \( c \) varies?

**SOLUTION** The graphs in Figures 16 and 17 (the special cases \( c = 2 \) and \( c = -2 \)) show two very different-looking curves.

Before drawing any more graphs, let’s see what members of this family have in common. Since

\[ \lim_{x \to -1} \frac{1}{x^2 + 2x + c} = 0 \]

for any value of \( c \), they all have the \( x \)-axis as a horizontal asymptote. A vertical asymptote will occur when \( x^2 + 2x + c = 0 \). Solving this quadratic equation, we get \( x = -1 \pm \sqrt{1 - c} \). When \( c > 1 \), there is no vertical asymptote (as in Figure 16). When \( c = 1 \), the graph has a single vertical asymptote \( x = -1 \) because

\[ \lim_{x \to -1} \frac{1}{x^2 + 2x + 1} = \lim_{x \to -1} \frac{1}{(x + 1)^2} = \infty \]
When \( c < 1 \), there are two vertical asymptotes: \( x = -1 \pm \sqrt{1 - c} \) (as in Figure 17).

Now we compute the derivative:

\[
f'(x) = -\frac{2x + 2}{(x^2 + 2x + c)^2}
\]

This shows that \( f'(x) = 0 \) when \( x = -1 \) (if \( c \neq 1 \)), \( f'(x) > 0 \) when \( x < -1 \), and \( f'(x) < 0 \) when \( x > -1 \). For \( c \geq 1 \), this means that \( f \) increases on \((-\infty, -1)\) and decreases on \((-1, \infty)\). For \( c > 1 \), there is an absolute maximum value \( f(-1) = 1/(c - 1) \). For \( c < 1 \), \( f(-1) = 1/(c - 1) \) is a local maximum value and the intervals of increase and decrease are interrupted at the vertical asymptotes.

Figure 18 is a “slide show” displaying five members of the family, all graphed in the viewing rectangle \([-5, 4]\) by \([-2, 2]\]. As predicted, \( c = 1 \) is the value at which a transition takes place from two vertical asymptotes to one, and then to none. As \( c \) increases from 1, we see that the maximum point becomes lower; this is explained by the fact that \( 1/(c - 1) \to 0 \) as \( c \to \infty \). As \( c \) decreases from 1, the vertical asymptotes become more widely separated because the distance between them is \( 2\sqrt{1 - c} \), which becomes large as \( c \to -\infty \). Again, the maximum point approaches the \( x \)-axis because \( 1/(c - 1) \to 0 \) as \( c \to -\infty \).

There is clearly no inflection point when \( c \leq 1 \). For \( c > 1 \) we calculate that

\[
f''(x) = \frac{2(3x^2 + 6x + 4 - c)}{(x^2 + 2x + c)^3}
\]

and deduce that inflection points occur when \( x = -1 \pm \sqrt{3(c - 1)/3} \). So the inflection points become more spread out as \( c \) increases and this seems plausible from the last two parts of Figure 18.